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Sets and Functions: Sets

1 A set is an unordered collection of objects. The objects in
a set are called elements.

2 The cardinality of a set is the number of elements it con-
tains. The empty set ∅ is the set with no elements.

3 If every element of A is also an element of B, then we say
A is a subset of B and write A ⊂ B. If A ⊂ B and B ⊂ A,
then we say that A = B.

4 Set operations:

(i) An element is in the union A ∪ B of two sets A and B if
it is in A or B.

(ii) An element is in the intersection A ∩ B of two sets A
and B if it is in A and B.

(iii) An element is in the set difference A \ B if it is in A but
not B.

(iv) Given a set Ω and a set A ⊂ Ω, the complement of A
with respect to Ω is Ac = Ω \ A.

A ∪ B

A B

A ∩ B

A B

A\B

A B

A
c

A B

5 Two sets A and B are disjoint if A ∩ B = ∅ (in other
words, if they have no elements in common).

6 A partition of a set is a collection of nonempty disjoint
subsets whose union is the whole set.

7 The Cartesian product of A and B is

A × B = {(a, b) : a ∈ A and b ∈ B}.

8 (De Morgan’s laws) If A, B ⊂ Ω, then

(i) (A ∩ B)c = Ac ∪ Bc , and
(ii) (A ∪ B)c = Ac ∩ Bc .

9 A list is an ordered collection of finitely many objects.
Lists differ from sets in that (i) order matters, (ii) repetition
matters, and (iii) the cardinality is restricted.

Sets and Functions: Functions

1 If A and B are sets, then a function f : A → B is an
assignment of some element of B to each element of A.

2 The set A is called the domain of f and B is called the
codomain of f .

3 Given a subset A′ of A, we define the image of
f—denoted f (A′)—to be the set of elements which are
mapped to from some element in A′ .

4 The range of f is the image of the domain of f .

5 The composition of two functions f : A → B and
g : B → C is the function g ◦ f which maps a ∈ A to
g( f (a)) ∈ C.

6 The identity function on a set A is the function f : A →
A which maps each element to itself.

7 A function f is injective if no two elements in the domain
map to the same element in the codomain.

8 A function f is surjective if the range of f is equal to the
codomain of f .

9 A function f is bijective if it is both injective and surjec-
tive. If f is bijective, then the function from B to A that maps
b ∈ B to the element a ∈ A that satisfies f (a) = b is called
the inverse of f .

10 If f : A → B is bijective, then the function f−1 ◦ f is
equal to the identity function on A, and f ◦ f−1 is the iden-
tity function on B.

Programming in Python

1 A value is a fundamental entity thatmay bemanipulated
by a program. Values have types; for example, 5 is an int and
"Hello world!" is a str.

2 A variable is a name used to refer to a value. We can
assign a value 5 to a variable x using x = 5.

3 A function performs a particular task. You prompt a
function to perform its task by calling it. Values supplied to a
function are called arguments. For example, in the function
call print(1,2), 1 and 2 are arguments.

4 An operator is a function that can be called in a special
way. For example, * is an operator since we can call the mul-
tiplication function with the syntax 3 * 5.

5 A statement is an instruction to be executed (like
x = -3).

6 An expression is a combination of values, variables, op-
erators, and function calls that a language interprets and
evaluates to a value.

7 Anumerical value can be either an integer or a float. The
basic operations are +,-,*,/,**, and expressions are evalu-
ated according to the order of operations.

8 Numbers can be compared using <,>,==,<= or >=.

9 Textual data is represented using strings. len(s) returns
the number of characters in s. The + operator concatenates
strings.

10 A boolean is a value which is either True or False.
Booleans can be combined with the operators and, or, or not.

11 Code blocks can be executed conditionally:
if x > 0:

print("x is positive")
elif x == 0:

print("x is zero")
else:

print("x is negative")

12 Functionsmay be defined using def (show_temp is a key-
word argument):

def fahrenheit_to_celsius(F, show_temp = False):
if show_temp:

print("Original temp is " + str(F))
return 5/9 * (F - 32)

13 The scope of a variable is the region in the program
where it is accessible. Variables defined in the body of a func-
tion are not accessible outside the body of the function.

14 list is a compound data type for storing lists of objects.
Entries of a list may be accessed with square bracket syntax
using an index (starting from 0) or using a slice a:b.

A = [-5,3,11,1]
A[0] # first element (-5)
A[2:] # sublist from 2 to end ([11,1])
A[:3] # sublist from beginning to 2 ([-5,3,11])

15 A list comprehension can be used to generate new lists:
[k**2 for k in range(10) if k % 2 == 0]

16 A dictionary encodes a discrete function by storing
input-output pairs and looking up input values when in-
dexed.

colors = {"blue": [0,0,1.0], "red": [1.0,0,0]}
colors["blue"] # returns [0,0,1.0]

17 A while loop takes a conditional expression and a body
and evaluates them alternatingly until the conditional ex-
pression returns false. A for loop evaluates its body once
for each entry in a given iterator (for example, a range, list, or
dictionary). Each value in the iterator is assigned to a loop
variable which can be referenced in the body of the loop.

while x > 0:
x -= 1

for i in range(10):
print(i)

Programming Design Principles

1 Program design. A well-structured program is easier to
read and maintain than a poorly structured one. It will also
run more reliably and require less debugging.
(i) Don’t repeat yourself. Use abstractions (loops, func-

tions, objects, etc.) to avoid repetition. A given piece
of information or functionality should live in one place
only.

(ii) Separation of concerns. Distinct functionality should
be supplied by distinct sections of code.

(iii) Simplify. Don’t introduce unnecessary complexity.
(iv) Use informative names. Choose names for variables

and functions which elucidate their role in the program.
(v) Comment. Document any features of your program

which are not immediately apparent from the code.

2 Test-first design is an approach to developing code
which aims to improve productivity and reliability. When
writing a function:

(i) Begin by writing the signature, that is, the function
name, parameters, and docstring.

(ii) Before writing the body of the function, write tests for
the function. Think carefully about the desired behav-
ior, including degenerate and corner cases.

(iii) Write the body of the function.
(iv) Run the tests. If some of them fail, address the failures

and run all of the tests again.

pytest is a package for implementing test-first design in
Python.

Linear Algebra: Vector Spaces

1 A vector inRn is a columnof n real numbers, alsowritten
as [v1 , . . . , vn ]. A vector may be depicted as an arrow from
the origin in n-dimensional space. The norm of a vector v is
the length

√
v2

1 + · · ·+ v2
n of its arrow.

2 The fundamental vector space operations are vector ad-
dition and scalar multiplication.

3 A linear combination of a list of vectors v1 , . . . , vk is an
expression of the form

c1v1 + c2v2 + · · ·+ ckvk ,

where c1 , . . . , ck are real numbers. The c’s are called the
weights of the linear combination.

4 The span of a list L of vectors is the set of all vectorswhich
can be written as a linear combination of the vectors in L.

5 A list of vectors is linearly independent if and only if the
only linear combination which yields the zero vector is the
one with all weights zero.

6 A vector space is a nonempty set of vectors which is
closed under the vector space operations.

7 A list of vectors in a vector space is a spanning list of that
vector space if every vector in the vector space can bewritten
as a linear combination of the vectors in that list.

8 A linearly independent spanning list of a vector space is
called a basis of that vector space. The number of vectors in
a basis of a vector space is called the dimension of the space.

9 A linear transformation L is a function from a vector
space V to a vector space W which satisfies L(cv + βw) =

cL(v) + L(w) for all c ∈ R, u, v ∈ V. These are “flat maps”:
equally spaced lines are mapped to equally spaces lines or
points. Examples: scaling, rotation, projection, reflection.

10 Given two vector spaces V and W, a basis {v1 , . . . , vn}
of V, and a list {w1 , . . . , wn} of vectors in W, there exists one
and only one linear transformation which maps v1 to w1 , v2
to w2 , and so on.

11 The rank of a linear transformation from one vector
space to another is the dimension of its range.

12 The null space of a linear transformation is the set of
vectors which are mapped to the zero vector by the linear
transformation.

13 The rank of a transformation plus the dimension of its
null space is equal to the dimension of its domain (the rank-
nullity theorem).

Linear Algebra: Matrix Algebra

1 The matrix-vector product Ax is the linear combination
of the columns of A with weights given by the entries of x.

2 Linear transformations from Rn to Rm are in one-to-one
correspondence with m × n matrices.

3 The identity transformation corresponds to the identity
matrix, which has entries of 1 along the diagonal and zero
entries elsewhere.

4 Matrixmultiplication corresponds to composition of the
corresponding linear transformations: AB is the matrix for
which (AB)(x) = A(Bx) for all x.

5 A m × n matrix is full rank if its rank is equal to
min(m, n)

6 Ax = b has a solution x if and only if b is in the span of
the columns of A. If Ax = b does have a solution, then the
solution is unique if and only if the columns of A are linearly
independent. If Ax = b does not have a solution, then there
is a unique vector x which minimizes |Ax − b|2 .

7 If the columns of a square matrix A are linearly indepen-
dent, then it has a unique inversematrix A−1 with the prop-
erty that Ax = b implies x = A−1b for all x and b.

8 Matrix inversion satisfies (AB)−1 = B−1 A−1 if A and B
are both invertible.

9 The transpose A′ of amatrix A is defined so that the rows
of A′ are the columns of A (and vice versa).

10 The transpose is a linear operator: (cA+ B)′ = cA′ + B′

if c is a constant and A and B are matrices.

11 The transpose distributes across matrix multiplication
but with an order reversal: (AB)′ = B′A′ if A and B are
matrices for which AB is defined.

12 Amatrix A is symmetric if A = A′ .

13 A linear transformation T from Rn to Rn scales all n-
dimensional volumes by the same factor: the (absolute value
of the) determinant of T.

14 The sign of the determinant tells us whether T reverses
orientations.

15 det AB = det A det B and det A−1 = (det A)−1 .

16 A square matrix is invertible if and only if its determi-
nant is nonzero.

Linear Algebra: Orthogonality

1 The dot product of two vectors in Rn is defined by

x · y = x1y1 + x2y2 + · · ·+ xnyn .

2 x · y = ‖x‖‖y‖ cos θ, where x, y ∈ Rn and θ is the angle
between the vectors.
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3 x · y = 0 if and only if x and y are orthogonal.

4 The dot product is linear: x · (cy + z) = cx · y + x · z.

5 The orthogonal complement of a subspace V ⊂ Rn is
the set of vectors which are orthogonal to every vector in V.

6 The orthogonal complement of the span of the columns
of a matrix A is equal to the null space of A′ .

7 rank A = rank A′A for any matrix A.

8 A list of vectors satisfying vi · vj = 0 for i 6= j is orthog-
onal. An orthogonal list of unit vectors is orthonormal.

9 Every orthogonal list is linearly independent

10 A matrix U has orthonormal columns if and only if
U′U = I. A square matrix with orthonormal columns is
called orthogonal. An orthogonal matrix and its transpose
are inverses.

11 Orthogonal matrices represent rigid transformations
(ones which preserve lengths and angles).

12 If U has orthonormal columns, then UU′ is the matrix
which represents projection onto the span of the columns of
U.

Calculus

1 We say that f (x) → L as x → a if f (x) can be made as
close as desired to L by constraining x to be within a certain
distance of (but not equal to) a.

2 A function f is continuous if f (x) → f (a) as x → a, for
every point a in the domain of f .

3 Thederivative f ′ of a function f at a point x in its domain
measures how sensitive f is to small changes at x. In partic-
ular, the output of the function changes by approximately
f ′(x) times the change in input.

4 Linearity tells us that ( f + g)′ = f ′ + g′ , the product rule
tells us that ( f g)′ = f ′g+ g′ f , and the chain rule tells us that
(g ◦ f )′ = g′ f ′ .

5 The derivative of xn is nxn−1 , the derivative of the expo-
nential function is itself, and the derivative of the logarithm
function is the reciprocal function.

6 A critical point of a function f is a point where the func-
tion’s first derivative is compatible with f having a local op-
timum at that point (that is, the derivative doesn’t exist or is
zero).

7 We can optimize a functionwe can differentiate by check-
ing boundary points and critical points.

8 A Taylor polynomial, centered at c, of a function f
matches as any derivatives of f at c as possible, given its de-
gree. For example, the third-order Taylor polynomial is

f (c) + f ′(c)(x − c) +
f ′′(c)

2!
(x − c)2 +

f ′′′(c)
3!

(x − c)3 .

9 Integration is differentiation’s inverse operation: an in-
tegral of a function f is a function F whose derivative at each
point is equal to f .

10 Integration is also the continuous version of cumulative
summation. We can obtain the integral F(x) of a function f
by totalling up the area of the region under f ’s graph from 0
to x.

11 A function of two variables is differentiable at a point
if its graph looks like a plane when you zoom in sufficiently
around the point. More generally, a function f : Rn → Rm is
differentiable at x if it is well-approximated by its derivative
near x:

lim
∆x→0

f(x + ∆x)−
(

f(x) + ∂f
∂x (x)∆x

)
|∆x| = 0.

12 A sequence of real numbers (xn)∞
n=1 = x1 , x2 , . . . con-

verges to a number x ∈ R if the distance from xn to x on the
number line can be made as small as desired by choosing n
sufficiently large. We say limn→∞ xn = x or xn → x.

13 (Squeeze theorem) If an ≤ bn ≤ cn for all n ≥ 1 and if
limn→∞ an = limn→∞ cn = b, then bn → b as n → ∞.

14 (Comparison test) If ∑∞
n=1 bn converges and if |an | ≤

bn for all n, then ∑∞
n=1 an converges.

Conversely, if ∑∞
n=1 bn does not converge and 0 ≤ bn < an ,

then Σ∞
n=1an also does not converge.

15 The series ∑∞
n=1 np converges if and only if p < −1. The

series ∑∞
n=1 an converges if and only if −1 < a < 1.

16 Thepartial derivative ∂ f
∂x (x0 , y0) of a function f (x, y) at

a point (x0 , y0) is the slope of the graph of f in the x-direction
at the point (x0 , y0).

17 The vector ∇ f of partial derivatives is called the gradi-
ent of f

18 The rate of change of f near (x0 , y0) in the u direction is
equal to ∇ f (x0 , y0) · u = |∇ f (x0 , y0)| cos θ, where θ is the
angle between ∇ f (x0 , y0) and u.

19 ∇ f (x0 , y0) is f ’s direction of steepest ascent at (x0 , y0).

Probability: Probability Spaces

1 Given a randomexperiment, the set of possible outcomes
is called the sample space Ω, like {(H, H), (H, T), (T, H), (T, T)}.

2 We associate with each outcome ω ∈ Ω a probability
mass, denoted m(ω). For example, m((H, T)) = 1

4 .

3 In a random experiment, an event is a predicate that can
be determined based on the outcome of the experiment (like
“first flip turned up heads”). Mathematically, an event is a
subset of Ω (like {(H, H), (H, T)}).

4 Basic set operations ∪, ∩, and c correspond to disjunc-
tion, conjunction, and negation of events:

(i) The event that E happens or F happens is E ∪ F.
(ii) The event that E happens and F happens is E ∩ F.
(iii) The event that E does not happen is Ec .

5 If E and F cannot both occur (that is, E ∩ F = ∅), we say
that E and F are mutually exclusive or disjoint.

6 If E’s occurrence implies F’s occurrence, then E ⊂ F.

7 The probabilityP(E) of an event E is the sumof the prob-
ability masses of the outcomes in that event. The domain of
P is 2Ω , the set of all subsets of Ω.

8 The pair (Ω,P) is called a probability space. The funda-
mental probability space properties are

(i) P(Ω) = 1 — “something has to happen”
(ii) P(E) ≥ 0 — “probabilities are non-negative”
(iii) P(E ∪ F) = P(E) + P(F) if E and F are mutually exclu-

sive — “probability is additive”.

9 Other properties which follow from the fundamental
ones:

(i) P(∅) = 0

(ii) P(Ec) = 1 − P(E)

(iii) E ⊂ F =⇒ P(E) ≤ P(F) (monotonicity)
(iv) P(E ∪ F) = P(E) + P(F) − P(E ∩ F) (principle of

inclusion-exclusion).

Probability: Random Variables

1 A random variable is a number which depends on the
result of a random experiment (one’s lottery winnings, for
example). Mathematically, a random variable is a function

X from the sample space Ω to R.

2 The distribution of a random variable X is the probabil-
ity measure on R which maps each set A ⊂ R to P(X ∈ A).
The probability mass function of the distribution of X may
be obtained by pushing forward the probability mass from
each ω ∈ Ω:

3 The cumulative distribution function (CDF) of a ran-
dom variable X is the function FX (x) = P(X ≤ x).

mX(x)
1

−2 −1 1 2

FX(x)
1

−2 −1 1 2

4 The joint distribution of two random variables X and
Y is the probability measure on R2 which maps A ⊂ R2 to
P((X, Y) ∈ A). The probability mass function of the joint
distribution is m(X,Y)(x, y) = P(X = x and Y = y).

Probability: Conditional Probability

1 Given a probability spaceΩ and an event E ⊂ Ω, the con-
ditional probability measure given E is an updated proba-
bility measure on Ωwhich accounts for the information that
the result ω of the random experiment falls in E:

P(F | E) =
P(F ∩ E)
P(E)

2 The conditional probability mass function of Y given
{X = x} is mY | X=x(y) = mX,Y(x, y)/mX (x).

3 Bayes’ theorem tells us how to update beliefs in light
of new evidence. It relates the conditional probabilities
P(A | E) and P(E | A):

P(A | E) =
P(E | A)P(A)

P(E)
=

P(E | A)P(A)

P(E | A)P(A) + P(E | Ac)P(Ac)
.

4 Two events E and F are independent if P(E ∩ F) =
P(E)P(F).

5 Two random variables X and Y are independent if the
every pair of events of the form {X ∈ A} and {Y ∈ B} are
independent, where A ⊂ R and B ⊂ R.

6 The PMFof the joint distribution of a pair of independent
random variables factors as mX,Y(x, y) = mX (x)mY(y):

Probability: Expectation and Variance

1 The expectationE[X] (ormeanµX) of a randomvariable
X is the probability-weighted average of X:

E[X] = ∑
ω∈Ω

X(ω)m(ω)

2 The expectation E[X] may be thought of as the value of
a random game with payout X, or as the long-run average
of X over many independent runs of the underlying experi-
ment. The Monte Carlo approximation of E[X] is obtained
by simulating the experiment many times and averaging the
value of X.

3 The expectation is the center of mass of the distribution
of X:

4 The expectation of a function of a discrete random vari-
able (or two random variables) may be expressed in terms
of the PMF mX of the distribution of X (or the PMF m(X,Y)
of the joint distribution of X and Y):

E[g(X)] = ∑
x∈R

g(x)mX (x)

E[g(X, Y)] = ∑
(x,y)∈R2

g(x, y)m(X,Y)(x, y).

5 Expectation is linear: if c ∈ R and X and Y are random
variables defined on the same probability space, then

E[cX + Y] = cE[X] +E[Y]

6 The variance of a random variable is its average squared
deviation from its mean. The variancemeasures how spread
out the distribution of X is. The standard deviation σ(X) is
the square root of the variance.

7 Variance satisfies the properties, if X and Y are indepen-
dent random variables and a ∈ R:

Var(aX) = a2 Var X
Var(X + Y) =Var(X) + Var(Y)

8 The covariance of two random variables X and Y is the
expected product of their deviations from their respective
means µX = E[X] and µY = E[Y]:

Cov(X, Y) = E[(X − µX )(Y − µY)] = E[XY]−E[X]E[Y].

9 The covariance of two independent random variables is
zero, but zero covariance does not imply independence.

10 The correlation of two random variables is their nor-
malized covariance:

Corr(X, Y) =
Cov(X, Y)
σ(X)σ(Y)

∈ [−1, 1]

11 The covariance matrix of a vector X = [X1 , . . . , Xn ] of
random variables defined on the same probability space is
defined to be the matrix Σ whose (i, j)th entry is equal to
Cov(Xi , Xj). If E[X] = 0, then Σ = E[XX′ ].

Probability: Continuous Distributions

1 IfΩ ⊂ Rn andP(A) =
∫

A f , where f ≥ 0 and
∫
Rn f = 1,

then we call (Ω,P) a continuous probability space.

xa b

f (x)

P([a, b])

2 The function f is called a density, because it measures
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the amount of probabilitymass per unit volume at each point
(2D volume = area, 1D volume = length).

3 If (X, Y) is a pair of random variables whose joint distri-
bution has density fX,Y : R2 → R, then the conditional dis-
tribution of Y given the event {X = x} has density fY | X=x
defined by

fY | {X=x}(y) =
fX,Y(x, y)

fX (x)
,

where fX (x) =
∫ ∞

−∞
f (x, y)dy is the PDF of X.

4 If a random variable X has density fX on R, then

E[g(X)] =
∫
R

g(x) fX (x)dx.

5 CDF sampling: F−1(U) has CDF F if fU = 1[0,1] .

Data Ethics

1 Data science can have positive impacts, but it can also
cause harm.

2 Practicing data science responsibly entails considering
and mitigating those harms. A few themes:

3 Fairness. A recidivism model which predicts high risk
for black defendents who go on to not re-offend much more
often than for white defendants. Such a model must be fixed
or scrapped.

4 Equity. Facial recognition software should be trained
and tested on users with a variety of skin tones, so that it
doesn’t work better for some groups of people than others.

5 Transparency. A socialmedia platform that conducts ex-
periments on its users by studying the effects of algorithm
variations on their moods. The results may be scientifically
or operationally useful, but consent is necessary.

6 Interpretability. Inspecting a model’s fairness, equity,
or transparencymight require us to understanddetails about
what the model is doing. Some models are more amenable
to this analysis than others.

7 Privacy. Personal data must be appropriately secured
and handled with caution. The principle of least privilege
says that no one should have more access to the data than is
necessary.

8 One important privacy lesson: De-identified data often
isn’t. For example, a person’s internet search history may
contain enough specifics to figure out who they are.


